ABSTRACT

We show that for any safe datalog program $P_1$ and any query $Q$ (predicate of $P_1$ with some bound arguments), there is another safe datalog program $P_2$ that produces the answer to $Q$ and takes no more time when evaluated by semi-naive evaluation than when $P_1$ is evaluated top-down.

I. Introduction

You may think you know this result already. First, Beeri and Ramakrishnan [1987] claim something like it. However, as we shall show by example, their magic-sets construction can produce rules whose bottom-up evaluation is much more expensive than a straightforward top-down evaluation.

Then, Ramakrishnan [1988], and independently Seki [1988], show that for any logic program $P_1$ at all, we can find a logic program $P_2$, whose semi-naive evaluation is no slower than the top-down evaluation of $P_1$. However, both these results involve bottom-up computation for relations whose tuples contain variables, even when $P_1$ is a datalog program. With variables in tuples, joins become unifications, and it is unclear that reasonable efficiency can be obtained in all cases. Our construction does not use variables in tuples for any datalog program.

In what follows, we assume the reader is familiar with a number of common concepts from Ullman [1988, 1989], including:

1. Datalog, that is, Horn-clause logical rules with no function symbols and no negated subgoals.

2. Safety of rules, that is, every variable in the head appears in some ordinary (not a built-in arithmetic comparison) subgoal.

3. Semi-naive evaluation, that is, differential computation of the least fixed point.

4. Adornments, or binding patterns, which are sequences of $b$'s (bound) and $f$'s (free), indicating the status of arguments of a predicate.

5. Top-down evaluation. Here, we have in mind specifically a version of rule/goal tree expansion (Ullman [1985]) with left-to-right sideways information passing and a breadth-first expansion strategy to guarantee reaching all nodes in the tree eventually, as described in Ullman [1989] and sketched in Section III. However, this algorithm is easily seen to mimic the search performed by Prolog's SLD resolution strategy, and in fact, it converges to an answer in situations where Prolog would enter an infinite loop and fail to return an answer. We do not consider arbitrary SIPS (sideways information-passing strategies), as proposed by Beeri and Ramakrishnan [1987]. However, the results extend naturally, as long as we keep the same SIPS for $P_2$ as is used in the evaluation of $P_1$.

II. A Problem With Magic Sets

Consider the rules

$$r_1: \quad p(X,Y,W) := a(X,Y,W).$$

$$r_2: \quad p(X,Y,W) := b(W,Y,Z) \land p(X,X,Z).$$

First, observe that if we start with query $p(X,Y,1)$, then the only binding pattern we ever get for $p$ is $ffb$ according to the algorithm of Beeri and Ramakrishnan [1987]. That is, when we come to the recursive subgoal in $r_2$, $p(X,X,Z)$, the last argument is bound because $Z$ appears in a previous subgoal, but $X$ is free, because it appears neither in a previous subgoal nor in a bound position of the head.

Suppose that the database consists of the tuples $b(1,2,3)$ and $b(3,4,5)$, as well as a large number of tuples of the form $a(m,n,5)$, where $m$ and $n$ are not
both 4. Figure 1 shows the rule/goal tree with root \( p(X,Y,1) \). All sideways passing of bindings fortuitously produces singletons or empty sets, so we show bindings passed explicitly as constants. For example, the rightmost grandchild of the root, \( p(X,X,3) \) is technically \( p(X,X,Z_1) \), with \( Z_1 \) bound to \( \{3\} \) because of the previous lookup in the \( b \) relation for subgoal \( b(1,Y,Z_1) \).

More details of the process for the general case are given in Section III.

Notice that the tree need not be expanded further, since the empty binding for the third argument of \( p \) at the bottom assures us that there can be no tuples produced by that branch. The remaining branches, terminating in leaves \( a(X,Y,1) \), \( a(X,X,3) \), and \( a(4,4,5) \), can produce no tuples either, because the database relation for \( a \) has no tuple ending in 1 or 3 and has no tuple whose first two components are both 4. Thus, top-down expansion rapidly discovers that the answer to the query is empty.

Now consider what happens when we apply the magic-sets transformation to \( r_1 \) and \( r_2 \). Figure 2 shows the rules that result from applying the generalized supplementary magic sets construction (Beeri and Ramakrishnan [1987]) to rules \( r_1 \) and \( r_2 \) with the query \( p(X,Y,1) \), then simplifying by eliminating superfluous supplementary predicates as in the "minimag" algorithm of Sacca and Zaniolo [1987]. More detail regarding the general magic-sets construction can be found in Section VI.

\[ m_p(1). \]
\[ m_p(2) :- sup_{2.1}(\text{w},\text{y},\text{z}). \]
\[ sup_{2.1}(\text{w},\text{y},\text{z}) :- m_p(\text{w}) \& h(\text{w},\text{v},\text{z}). \]
\[ p(\text{x},\text{y},\text{w}) :- m_p(\text{w}) \& a(\text{x},\text{y},\text{w}). \]
\[ p(\text{x},\text{y},\text{w}) :- sup_{2.1}(\text{w},\text{y},\text{z}) \& p(\text{x},\text{x},\text{z}). \]

Fig. 2. Magic-set rules.

Intuitively, \( m_p \), the magic predicate for \( p \), represents the set of values reachable from 1 by following a sequence of links; each link goes from the first argument of a tuple for the predicate \( b \) to the third argument of that tuple. Predicate \( sup_{2.1} \), the first supplementary

\[ \text{Fig. 1. Rule/goal tree with constants inserted into goals.} \]
relation for the second rule \( r_2 \), is the subset of \( b \) that is relevant, because its first (and therefore third) arguments are reachable from 1.

If we simulate bottom-up evaluation of these rules, we discover that the first three rules, with the database facts \( b(1, 2, 3) \) and \( b(3, 4, 5) \), place 1, 3, and 5 in the relation for \( m.p \). With \( W = 5 \), the fourth rule puts all of the \( a \)-facts, \( (m, n, 5) \) in the relation for \( p \). Since there is no limit on the number of these facts, we conclude that semi-naive (or any bottom-up) evaluation of the magic rules takes arbitrarily more time than top-down evaluation of the original rules.

III. The Top-Down Algorithm

The top-down algorithm we shall use as a benchmark for magic-sets algorithms is described at length in Ullman [1989], where it is called QRC (Queue-Based Rule/Goal Tree expansion). Readers familiar with this algorithm should skip directly to Section IV.

The general idea is to build a rule/goal tree like Fig. 1, but that tree may be infinite, so it is built breadth-first. We also need to propagate tuples from several different kinds of relations around the tree, and at times we create new tuples by matching tuples with other tuples in a join, or by matching EDB goals with their corresponding relations. We assume a fair allocation of time to the various steps, for example, a queue to service all requests, so that every tuple that can be discovered eventually is discovered. The exact discipline does not matter, as long as the algorithm does not get lost exploring some infinite path of the tree and never considers some other branch that yields an answer to the query.

The nodes of the tree are either

1. Goal nodes, corresponding to a predicate with arguments, or
2. Rule nodes, corresponding to substituted instances of rules.

The root is a goal node representing the query. Each goal node whose predicate is EDB is a leaf. Each goal node with an IDB predicate \( p \) has a rule-node child for every rule with head predicate \( p \) that unifies with the goal. If \( r \) is such a rule, and \( \tau \) is the most general unifier of the goal and the head of \( r \), then the instance of \( r \) at the rule node in question is \( r \) with substitution \( \tau \) applied.

Each rule node has a goal-node child for each subgoal of the rule. The goal at such a goal node is the substituted instance of the subgoal, as it appears at the rule node. Figure 1 is essentially an example of this rule/goal tree construction process, but we have shown certain arguments bound that are technically variables (which are bound by constants discovered from the query and the database, by a process we shall discuss momentarily). Figure 3 shows the top portion of the true rule/goal tree, which is in principle infinite.

There are three kinds of relations associated with nodes of the rule/goal tree.

1. Binding Relations. For each goal node there is a binding relation whose attributes correspond to the bound arguments of the goal itself. For example, if the query is \( p(X, Y, 1) \), then the root goal node in Fig. 3 has only the third argument bound, and its binding relation is \( \{1\} \). In general, a binding relation can have any finite set of tuples, although it happens that in the example of Fig. 1, all bindings were to singletons.

2. Answer Relations. At each goal node there is a set of answers for that goal. These are the tuples that

   a) Are inferred by the rules and database,
   b) Unify with the goal, and
   c) Match some tuple of the binding relation for that goal.

For example, the root of Fig. 3, with binding relation \( \{1\} \), will produce as an answer every \( p \)-fact with 1 in the third component.

3. Supplementary Relations. At each rule node for a rule with \( k \) subgoals, there are \( k \) supplementary relations, numbered 0, 1, \ldots, \( k - 1 \). The supplementary relation \( S_i \) reflects the binding of variables of the rule instance at that rule node, after the first \( i \) subgoals have been processed. The attributes of \( S_i \) are the variables that are "bound and relevant" after consideration of the first \( i \) subgoals. A variable is bound if it appears in a bound argument of the head or in any argument of the first \( i \) subgoals. A variable is relevant if it appears either in any position of the head or in a subgoal after the first \( i \) subgoals; that is, the variable will be needed later on as we evaluate the rule and return answers to the head.

---

2 A goal is called EDB (extensional database) if the data for the predicate of that goal is stored in the database. Likewise, a predicate or relation can be called EDB. The opposite of EDB is IDB (intensional database), and means that the tuples for a predicate, goal, or relation are defined by rules and not stored explicitly.

3 If there are no bound arguments, the binding relation consists of only the empty tuple, which matches every tuple.
An easy way to remember the rule for the arguments of supplementary relations is to pretend that the entire head appears after the last subgoal and the bound arguments of the head also appear before the first subgoal. Then “bound and relevant” at a point between subgoals means that the variable appears both before and after that point.

The purpose of $S_i$ at a rule node is to represent the binding relation for the predicate of the head (taken from the goal node parent of the rule node in question) joined with the answer relations for the subgoals prior to the $i$th subgoal, then projected onto the relevant variables. In terms of Prolog (SLD resolution), each tuple of $S_i$ gives a possible binding for the relevant variables that can occur in some activation record for the rule in question, after $i$ subgoals of that rule have been called. However, the correspondence is a bit subtle. Assuming no loops, Prolog will construct stacks of activation records for rules and goals, and each stack will correspond to a path from the root in the rule/goal tree. The same node of the tree may correspond to many different activation records, which Prolog constructs at different times. Each tuple of $S_i$ for a particular tree node corresponds to the bindings that occur in one or more of these activation records. The reason the same tuple can represent more than one activation record is that irrelevant variables are dropped from $S_i$, but, of course, must be retained in the activation record.

**Example 1:** Consider the right child of the root in Fig. 3. For $S_0$, only variable $Z$ is bound, because the query, in our running example, only binds the third argument of the root, and this binding in turn binds $Z$ in the head of $r_2$. $Z$ is also relevant, since it appears in the first subgoal; it also appears in the head.

For $S_1$, we have $Z$ bound by the head, and $Y$ and $Z_1$ bound by the first subgoal, $b(Z,Y,Z_1)$. $Z_1$ appears in the second subgoal, while $Y$ and $Z$ appear in the head. Thus, all three variables are relevant as well as bound at this point, and all three are attributes of $S_1$.

Now, let us give the rules whereby tuples are added
to the various relations.

a) Initially, the binding relation for the root goal node has the tuple whose components are the constants appearing in the query.

b) Tuples are passed from supplementary relations to binding relations at goal-node children, as follows. Suppose $R$ is a rule node, and the $i$th subgoal is $p(X_1, \ldots, X_k)$, where the $X$'s need not be distinct and may be constants. Suppose $X_{i1}, \ldots, X_{im}$ is the sublist of arguments that are bound, either because they are constants or because they are variables appearing as attributes of $S_{i-1}$; that is, they are bound by the head or a prior subgoal. Then each tuple of $S_{i-1}$ provides a constant for each of $X_{i1}, \ldots, X_{im}$, and these constants are the components of a tuple belonging to the binding relation at the $i$th goal-node child of rule node $R$.

c) Tuples are passed from binding relations to zeroth supplementary relations at rule-node children as follows. Let $G$ be a goal node whose goal has predicate $p$, and let $p(X_1, \ldots, X_k)$ be the head of some rule for $p$. Then at the rule node $R$ that is the child of $G$ for this rule, $S_0$ has attributes corresponding to whatever variables among $X_1, \ldots, X_k$ appear in argument positions that are bound for the goal at node $G$. Each tuple in the binding relation for $G$ provides bindings for the variables that are attributes of $S_0$ in the obvious way. If a variable appears in two or more bound arguments, then there are multiple bindings provided for that variable, and they must be identical, or this tuple of the binding relation does not produce a tuple for $S_0$.

d) Tuples of a binding relation for an EDB goal are turned into answer-relation tuples by looking up the EDB relation for tuples that match the bindings.

e) A tuple $\mu$ of a supplementary relation $S_{i-1}$ at some rule node $R$ combines with a tuple $\nu$ in the answer relation at the $i$th goal node child of $R$, to produce a tuple for $S_i$ at $R$, as follows, provided the $i$th subgoal is not the last of the rule. First, convert $\nu$, which is a tuple whose components are arguments of the $i$th subgoal, say $p(X_1, \ldots, X_k)$, into a tuple $\nu'$, whose components correspond to each of the variables that appear one or more times among $X_1, \ldots, X_k$. We construct $\nu'$ by projecting out of $\nu$ the $j$th component if $X_j$ is either a constant or the same variable as some previous $X_l$, for $l < j$. Now, we may take the natural join of $\mu$ and $\nu'$. Finally, we project out any attributes that correspond to variables that are no longer relevant after the $i$th subgoal; that is, they appear neither in the head nor in a subsequent subgoal.

f) Under the same circumstances as (e), but with the $i$th subgoal the last in the rule, we do the same as in (e), but the resulting tuple, say $\rho$, does not belong in any supplementary relation. the components of $\rho$ correspond exactly to the variables appearing in the head, say $q(Y_1, \ldots, Y_m)$. Each $Y_j$ is either a constant or a variable; in the latter case we substitute for $Y_j$ the component of $\rho$ that corresponds to $Y_j$. The result is a tuple that is inferred by the rule at $R$, and it is placed in the answer relation for the goal-node parent of $R$.

The reader may question whether QRGT represents the "real" or "best possible" notion of top-down logic processing. We claim that it is at least as efficient as Prolog's SLD-resolution algorithm. Since QRGT projects out irrelevant variables, it can be much faster than SLD resolution, even in cases where the latter algorithm converges. There are a number of other algorithms that can be viewed as top-down, and that sometimes combine the work of several nodes of the rule/goal tree into one. These algorithms, are often called "mem-oring" algorithms, and include Earley deduction (Pereira and Warren [1983], Porter [1986]), and the algorithms of Mckay and Shapiro [1981], Lozinskii [1985], Neiman [1986], Van Gelder [1986], Vielle [1987, 1988], Tamaki and Sato [1987], and Dietrich [1987]. Each of these algorithms is dominated by the corresponding magic-set algorithm, either the algorithm of this paper for datalog, or the algorithm of Ramakrishnan [1988] for nondatalog. They have the property that every action inference of a tuple or pairing of tuples in (e) or (f) above performed at one or more nodes during QRGT is performed at least once by each of these algorithms. That is sufficient, as we shall see, to show magic-sets to be at least as efficient.

IV. Subgoal Rectification

Now, let us return to the question of why QRGT might be better than magic-sets. The problem in the example of Section II is not hard to spot. The dual use of $X$ in the recursive subgoal $p(X, X, Z)$ causes "alias-

---

4 However, Prolog implementations usually use a form of tail-recursion optimization that, for certain examples, such as the right-linear version of transitive closure, will avoid ripping answer tuples up the rule/goal tree, and thus can be faster than QRGT. Chapter 15 of Ullman [1989] discusses this issue.
ing" between the first and second arguments of \( p \). At rule nodes for \( r_2 \) far down the rule/goal tree, \( X \) and \( Y \) represent the same thing, so the binding of \( Y \) by the subgoal \( b(W,Y,Z) \) covertly binds \( X \). The effect is that, even though we couldn't discover it from the rules \( r_1 \) and \( r_2 \), there are goal nodes for \( p \) in the rule/goal tree with binding pattern \( \text{bbb} \) instead of \( \text{ff} \); one of them is \( p(4,4,5) \) in Fig. 1, which corresponds to \( p(X,X,Z_3) \) in Fig. 3.

The solution is to modify the rules so all IDB subgoals are rectified, that is, their arguments are distinct variables. The important property of rectified subgoals is that when we construct the rule/goal tree, all unifications of rule heads with subgoals are trivial, and the rule instance at each rule node can be taken to be the rule itself. Notice that in Fig. 3 we get instances of \( r_2 \) like

\[
p(X,X,Z_2) :- b(Z_2,X,Z_3) \land p(X,X,Z_3).
\]

that are not equivalent to \( r_2 \) itself. If the rule/goal tree does not create special cases of rules, then the binding pattern on each goal node can be shown to be exactly what we would expect using the algorithm in Beeri and Ramakrishnan [1987]. Then, we can see how each step of semi-naive evaluation is mirrored by at least one step of the top-down algorithm.

The following algorithm modifies a datalog program so its subgoals are rectified.

1. Find a nonrectified subgoal, for example,

\[
p(X,X,Y,a)
\]

which has repeated variables and/or constants as arguments.

2. Create a new predicate symbol \( q \) whose arguments correspond to the distinct variables of the subgoal in question, for example, \( q(X,Y) \).

3. Replace the subgoal from (1) by the subgoal from (2), wherever it or an equivalent (up to renaming of variables) subgoal appears.

4. For each rule \( \tau \) for \( p \), unify the head of the rule with the subgoal from (1) to get a most general unifier \( \tau \). Create a new rule whose head has predicate \( q \) and arguments equal to \( \tau \) applied to each of the variables that were determined in (2) to be arguments of \( q \). The body of the rule is \( \tau \) applied to the body of \( \tau \). For example, given the subgoal \( p(X,X,Y,a) \) from (1) and the rule

\[
p(U,V,b,W) :- s(U,V,W).
\]

\( \tau \) makes \( X, U, \) and \( V \) equivalent, makes \( W \) equivalent to \( a \), and \( Y \) equivalent to \( b \). Thus, we would obtain the rule

\[
q(X,b) :- s(X,X,a).
\]

We repeat this transformation until it can no longer be applied. Note that if \( s \) is an IDB predicate in the above example, we have created another instance of a nonrectified subgoal. However, we can show that no cycles result; each new predicate has fewer arguments than the one from which it was created. Thus, we claim

**Theorem 1:** For every safe datalog program \( P_1 \) there is a safe datalog program \( P_2 \) with rectified subgoals that produces the same relation for every IDB predicate of \( P_1 \). Further, top-down evaluation of \( P_2 \) by the QRGT algorithm takes no more time than QRGT on \( P_1 \).

**Proof:** The above construction produces \( P_2 \) from \( P_1 \). The rules of \( P_2 \) are each a special case of a rule of \( P_1 \), possibly with some predicates renamed. Thus, QRGT on \( P_2 \) mimics QRGT on \( P_1 \), perhaps with simplifications because variables that are bound to constants at a rule or goal node do not appear explicitly, and arguments that share a variable, and therefore are identical in all tuples, are replaced by a single copy in the rule/goal tree expansion of \( P_2 \).

**Example 2:** The rules \( r_1 \) and \( r_2 \),

\[
r_1: \quad p(X,Y,W) :- a(X,Y,W).
\]

\[
r_2: \quad p(X,Y,W) :- b(W,Y,Z) \land p(X,X,Z).
\]

with which we started our discussion, become the rules in Fig. 4, when we replace \( p(X,X,Z) \) by \( q(X,Z) \). Note that it is unnecessary (and generally impossible) to rectify the EDB subgoals like \( a \).

\[
p(X,Y,W) :- a(X,Y,W).
\]

\[
p(X,Y,W) :- b(W,Y,Z) \land q(X,Z).
\]

\[
q(X,W) :- a(X,X,W).
\]

\[
q(X,W) :- b(W,X,Z) \land q(X,Z).
\]

**Fig. 4.** Rules with rectified subgoals.

## V. Predicate Splitting

Having rectified subgoals, we still may not have a unique binding pattern for each IDB predicate, because recursive calls to a predicate may occur with bindings other than those of the head.
Example 3: Suppose we run the rules of Fig. 4 with the query $p^{fb}$. Then the call to $q$ is made with adornment $q^{fb}$. However, when we apply the recursive rule for $q$, we get the adornment $q^{bb}$, because both $X$ and $Z$ appear in a previous subgoal. We must therefore distinguish between these two binding patterns for $q$, and to do so, we create two predicates $q fb$ and $q bb$. The rules become as shown in Fig. 5. Now, each IDB predicate has a unique adornment for the given query.

\[
\begin{align*}
p(X, Y, W) & : - a(X, Y, W). \\
p(X, Y, W) & : - b(W, Y, Z) \land q fb(X, Z). \\
q fb(X, W) & : - a(X, X, W). \\
q fb(X, W) & : - b(W, X, Z) \land q bb(X, Z). \\
q bb(X, W) & : - a(X, X, W). \\
q bb(X, W) & : - b(W, X, Z) \land q bb(X, Z).
\end{align*}
\]

Fig. 5. Rectified subgoals and split predicates.

The technique of splitting predicates was used by Beeri and Ramakrishnan [1987] in their magic set construction. The basic idea is to construct a rule/goal graph (Ullman [1985, 1989]) containing the query goal with its adornment.

Theorem 2: Given a safe datalog program $P_1$ and a query goal $Q$, we can find $P_2$, a safe datalog program with rectified subgoals and the unique binding property, that is, every IDB predicate $p$ has a binding pattern $\alpha$ such that every goal node for $p$ in the rule/goal tree expansion with root $Q$ has exactly the bound arguments that $\alpha$ says are bound. Furthermore, the running time of QRGRT on $P_2$ is at worst proportional to the running time of the same algorithm on $P_1$.

Proof: We apply the subgoal rectification and predicate-splitting constructions sketched above. We must show that predicate splitting preserves safety and subgoal rectification, both of which are easy. Then, an induction on the number of steps performed in a breadth-first expansion of the rule/goal tree shows that the binding at every goal node is what we would expect it to be from analyzing the rules.

We saw in Theorem 1 that the running time of QRGRT does not degrade when we rectify subgoals. It is easy to see that predicate splitting does not affect the running time at all, since the only changes are in the names of the predicates.

VI. The Generalized Supplementary Magic-Sets Algorithm

We shall now review the generalized supplementary magic-set construction of Beeri and Ramakrishnan [1987]. Given a set of datalog rules with the unique binding property, which we suppose are numbered $r_1, \ldots, r_n$, we introduce several new predicates.

1. For every IDB predicate $p$ there is a magic predicate $m p$. The arguments of $m p$ correspond to the bound arguments of $p$, according to the unique binding pattern for $p$. Intuitively, $m p(a_1, \ldots, a_k)$ is true exactly when $(a_1, \ldots, a_k)$ is a tuple in the binding relation at some goal node with predicate $p$ in the rule/goal tree constructed for a given query.

2. For every rule $r_i$ having $k$ subgoals, there are supplementary predicates $sup_{i,0}, \ldots, sup_{i,k-1}$. The arguments of $sup_{i,j}$ are the variables of rule $r_i$ that are bound and relevant after the first $j$ subgoals of $r_i$. Intuitively, $sup_{i,j}(a_1, \ldots, a_m)$ is true exactly when tuple $(a_1, \ldots, a_m)$ appears in the $j$th supplementary relation at some rule node for rule $r_i$.

The given rules and query are rewritten as follows. The new rules closely mirror the way tuples are passed from node to node in the QRGRT algorithm of Section III. Of the six tuple-construction rules (a) through (f), only (d), which involves EDB lookup, does not yield corresponding magic-set rules. Thus, we shall give the rule construction algorithm in a manner that parallels the QRGRT algorithm.

a) If the query involves predicate $p$ and has constants $a_1, \ldots, a_k$ for the bound arguments of $p$, then we have rule

\[ m p(a_1, \ldots, a_k). \]

b) Suppose $p(X_1, \ldots, X_k)$ is the $j$th subgoal of rule $r_i$, and $p$ is an IDB predicate. Let $Y_1, \ldots, Y_n$ be the variables of $r_i$ that are arguments of $sup_{i,j-1}$; that is, these are the bound and relevant variables of $r_i$ prior to the $j$th subgoal. Finally, let $i_1, \ldots, i_t$ be the bound arguments of $p$. Then we have rule

\[ m p(X_{i_1}, \ldots, X_{i_t}) :- sup_{i,j-1}(Y_1, \ldots, Y_n). \]

to represent the passing of bindings to goal node children. Note, however, that in the magic-sets algorithm, we only pass to IDB goals.

c) Suppose $p(X_1, \ldots, X_k)$ is the head of rule $r_i$, and $i_1, \ldots, i_t$ are the bound arguments of $p$. Let $Y_1, \ldots, Y_m$ be the variables of $r_i$ that appear among $X_{i_1}, \ldots, X_{i_t}$ in the order that they appear as arguments of $sup_{i,0}$. Then we have rule

\[ m p(X_{i_1}, \ldots, X_{i_t}) :- sup_{i,0}(Y_1, \ldots, Y_m). \]
to reflect the passing of bindings from binding relations to zeroth supplementary relations.

d) As mentioned, there are no rules that correspond to part (d) of the QRGT algorithm (EDB lookup).

e) Suppose \( p(X_1, \ldots, X_k) \) is the \( j \)th subgoal of \( r_j \), and is not the last subgoal of \( r_j \). Let \( Y_1, \ldots, Y_m \) be the variables bound and relevant just prior to the \( j \)th subgoal of \( r_j \) and let \( Z_1, \ldots, Z_n \) be the variables bound and relevant just after; each list is in the order of appearance as arguments of their respective supplementary predicates. Then we have rule

\[
sup_{i,j}(Y_1, \ldots, Y_m) \vdash sup_{i,j-1}(Y_1, \ldots, Y_m) & p(X_1, \ldots, X_k).
\]

to reflect joining the \((j-1)\)st supplementary relation with the \( j \)th subgoal to obtain tuples of the \( j \)th supplementary relation.

f) Suppose all is as in (e), but \( j \) is the last subgoal of \( r_j \), and \( q(Z_1, \ldots, Z_n) \) is the head of \( r_j \). The we have the rule

\[
g(Z_1, \ldots, Z_n) \vdash sup_{i,j-1}(Y_1, \ldots, Y_m) & p(X_1, \ldots, X_k).
\]

to reflect the joining of the last supplementary predicate and the last subgoal to get answer tuples.

Incidentally, the reader may wonder what happened to the database lookup operations from (d) in the QRGT algorithm of Section III. Notice that an EDB subgoal can only be the second subgoal of a rule of type (e) or (f), the first subgoal in each such rule has a supplementary predicate. If we perform semi-naive evaluation of the magic rules, these supplementary predicates will occasionally get new tuples, and on the next round, a lookup will occur to find the matching tuples of the EDB subgoal. In effect, type (d) operations in QRGT are combined with a type (b) operation, where tuples of a supplementary predicate are converted to binding tuples. The difference does not affect the order-of-magnitude running time of either algorithm.

**Example 4:** Let us apply the above construction to the rules of Fig. 5. To simplify the notation, we shall use \( q \) for \( q_{fb} \) and \( s \) for \( q_{bb} \). The query, as in our running example, is \( p_{ff}b \). Thus, \( m.p \) has one argument, corresponding to the third argument of \( p \); \( m.q \) has one argument corresponding to the second of \( q \), and \( m.s \) has two arguments, since the unique binding pattern for \( s \) is \( bb \). The resulting rules, grouped according to the five parts, (a), (b), (c), (e), and (f), above, are shown in Fig. 6.

![Fig. 6. Magic rules.](image)

Note that the rules of Fig. 6 can be simplified. For example, we could replace each predicate \( sup_{i,0} \), for \( 1 \leq i \leq 6 \), by an equivalent magic predicate, and then eliminate the third group of rules.

**VII. A Performance Guarantee for Magic Sets**

We wish to compare semi-naive evaluation and QRGT on a given query and logic program. Recall that the semi-naive logic evaluation is a bottom-up algorithm that computes the least fixed point of logical rules with respect to a given database. On the first pass, we evaluate the heads of those rules that have only EDB subgoals, to infer some tuples for the head predicate. On subsequent passes, we evaluate the bodies of all rules, but we require that at least one of the IDB subgoals use a tuple that was newly inferred on the previous pass. That restriction guarantees that when we match tuples from the relations of the various subgoals, we never match the same pair twice (although we may infer the same tuple several times by using different rules and/or different tuples).

When the rules are constructed by the algorithm of Section VI, semi-naive evaluation takes a simple form. First, note that just one rule has only EDB subgoals — the rule generated by (a) from the query itself; this rule has no subgoals at all. All other generated rules
have a supplementary or magic predicate, which are IDB predicates, in their bodies. This observation is important, since if there were nontrivial rules with only EDB subgoals, the semi-naive algorithm would copy, or even join, whole database relations on the first pass.

To compare the running times of semi-naive and QRGT, we identify events, which are of two types:

1. A tuple is inserted into some relation.
2. Tuples from a supplementary relation and a subgoal are found to match in the body of a magic rule (for semi-naive evaluation) or at a rule node (for QRGT).

We assume suitable index structures make each of these events take \(O(1)\) time\(^5\) and make it possible to neglect other costs of the two algorithms. Specifically, we do not waste significant time looking for matches that don’t exist.

**Theorem 3:** For every safe datalog program \(\mathcal{P}_1\) and query \(Q\) there is a logic program \(\mathcal{P}_2\) that produces the same answer on \(Q\) and that takes time, when evaluated by the semi-naive algorithm, that is no more than proportional to the time taken by QRGT on \(\mathcal{P}_1\).

**Proof:** We construct \(\mathcal{P}_2\) by applying to \(\mathcal{P}_1\), in order,

1. Subgoal rectification,
2. Predicate splitting, and
3. The generalized supplementary magic sets transformation.

Let \(\mathcal{P}_3\) be the result of steps (1) and (2) only. By Theorems 1 and 2 it suffices to compare the running times of semi-naive on \(\mathcal{P}_2\) with QRGT on \(\mathcal{P}_3\). The proof is an identification of each event of semi-naive evaluation with a distinct event of QRGT, and proceeds by induction on the number of rounds of the bottom-up semi-naive evaluation algorithm that we have performed.

The details of the proof are found in Ullman [1989], and here we shall give only the important observations. The most difficult part occurs when, during semi-naive evaluation, we apply a rule involving supplementary predicates, for example,

\[
\text{sup_{i+1}(X,Z,U) :- sup_i(X,Y,Z) \& p(X,Y,U,V).}
\]

and have a type-2 event where we pair a tuple \(\mu\) from \(\text{sup}_i\) with a tuple \(\nu\) from \(p\). By the inductive hypothesis, we can identify a rule node \(R\) for rule \(r\), whose \(i\)th supplementary relation has tuple \(\mu\). Note that the rectified-supgoal property is essential to guarantee that the instance of rule \(r\) at this node is \(r\) itself, rather than some substitution on \(r\), in which case the arguments of the supplementary relations at the node might not even correspond to the arguments of \(\text{sup}_i\). We need the following lemma, which is easily proved by induction on the number of inferences (e.g., by semi-naive evaluation) that it takes to infer \(p(\nu)\) from the database, using the given rules.

**Lemma:** If \(\nu\) satisfies \(p\) and matches some binding for \(p\) provided to a particular goal node \(C\) for \(p\) during QRGT, then the answer relation for \(G\) will include \(\nu\).

Then, we note that the presence of \(\mu\) in the \(i\)th supplementary relation at \(R\) causes \(G\), the child of \(R\) corresponding to the \(p\)-subgoal in question, to receive a binding that matches \(\nu\). The reason is that \(\mu\) and \(\nu\) agree where both are defined, or else they would not have resulted in a type-2 event during semi-naive evaluation. Hence, \(G\) returns answer \(\nu\) to \(R\), and \(\mu\) and \(\nu\) are matched at \(R\).

In fact, the same argument proves that the program \(\mathcal{P}_2\) evaluates the query as fast, using semi-naive evaluation, than any algorithm \(A\) that performs the same set of events as QRGT does, even if \(A\) consolidates the same event executed at different nodes into one event. We claim that all the algorithms mentioned at the end of Section III, at least when restricted to datalog programs, are in this class.
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